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I’ve endeavoured to adopt the approach that I use in my own research, and recommend to my graduate students:

It’s best to use one’s personal policy positions to motivate your work, but to use external criteria to evaluate other people’s arguments and analyses and to construct one’s own.  
I fear that a combination of the tight time-constraints and the disturbing nature of the draft may have resulted in some of my expression being robust;  but I’ve re-read my comments twice, and have concluded that it’s essential that I make these points to you.
1. Introduction

This paper identifies a set of high level principles to guide [[[the development of policy regarding a regulatory framework]]] [[[supporting the appropriate use]]] of Big Data for national security and law enforcement (NSLE) purposes. 
[The function of a regulatory framework is to achieve regulation.  It should arguably be framed specifically so as to protect the stakeholders who are at risk of being negatively affected by the activities.  At the very least, it needs to be framed in a balanced manner reflecting the inetersts of all parties.  It is an abuse of the concept to structure a ‘regulatory framework’ with the objective of “supporting” a category of activities.]

The paper, compiled by Law and Policy Program of the Data to Decisions Cooperative Research Centre (D2DCRC), reflects insights gained in the course of research and [[[engagement to date]]].
[APF appreciates the invitation to comment on the draft.  But if any advocates for the interests of the affected public were engaged during the preparation of the draft, APF is unaware who they were.]
Objective of this paper

This paper is aimed to support engagement with various stakeholders regarding a set of appropriate principles [[[to inform the use of Big Data]]] for national security and law enforcement purposes. 
[In the previous para., the aim was declared as being “to guide the development of policy regarding a regulatory framework”.  Even in the intentionally weakened form adopted by the current federal government, this involves “an expecation of compliance”.  
The second para., however, reduces this aim to “to inform [use]”.  
This is an extremely weak notion.  Whereas a ‘rgulatory framework’ establishes legal obligations, or at least imposes strong expectations, on the relevant organisations’ behaviour, this ratcheted-down wording has the effect of enabling the relevant organisations to ignore anything that they don’t like, whether in specific circumstances, or even quite generally.
The greatly weakened form is used elsewhere, including in the document title.  It’s a bureaucratic convention to use long and complex expressions in order to obscure the meaning, whereas documents arising from academic research should be striving for clarity.]
These principles do not envisage a new regulatory framework but are [[[ intended to inform policy]]] and, to that end, support:

· [[[Assessments of the existing regulatory framework]]], especially relating to privacy and data protection, record-keeping, data governance, and protective security; and

· The identification of [[[additional or alternative regulatory measures]]].

[The language in that para. does not speak to user-organisations.]

[[These principles do not envisage a new regulatory framework]], instead they entail an analysis and reflection on existing, proposed and required laws, principles and policies relating to privacy and data protection, record-keeping, data governance, and protective security. 
[Why is it a given that no new regulatory framework is needed?  And why does the claim need repeating?  This is a form commonly used by senior bureaucrats in order to impose scope limitations on consultancy assignments;  but it’s completely inappropriate in a paper arising from academic research.  
It’s possible that analysis of the costs, benefits and risks might lead to that conclusion;  but where is the summary of that analysis, and reference to the detail??]
The current round of engagement will result in a paper to be finalised by 31 October 2016. [[[This document will remain live throughout the duration of the D2DCRC]]], ...
[This could be read as meaning that the document’s life is limited to that of the CRC.  
Is this the intention?  
If so, it’s a serious scope-limitation.  If not, then re-phrasing is needed, in order to avoid the relevant organisations regarding themselves as being free of such obligations as the document might give rise to, once the CRC has closed, and perhaps even once a program, or even a project-phase, has been completed.]
... with amendments to be made and communicated as insight deepens or consensus develops.

This paper reflects the views of the Law and Policy Program of the Data to Decisions Cooperative Research Centre (D2DCRC). However, [[[although engagement enriches the insights underpinning the paper, mere engagement does not amount to endorsement of the principles. ]]]

[The sentence’s import is unclear, because the word ‘engagement’ lacks a referent.  Who is it that has been engaged, but who may or may not be endorsing the principles?
One possibility is that you’re referring to APF, and any other public interest advocacy organisation that you may have contacted.  If so, you will only have engaged if you consider the submissions you receive, and reflect them by either withdrawing the document or re-conceiving and re-writing it.
Another possibility is that you’re referring to one or more of the government-agency participants.  This appears more likely, particularly given that the sentence has the shape of bureaucratic obfuscation rather than academic clarity.  So the sentence may be saying that you accept that the AGD-led coalition actively reserves the right to ignore you.  If that were the case, you should withdraw the document and not participate further in what would clearly be a meaningless role.]
Scope of the paper

Big Data presents a range of opportunities and challenges for governments and society. These principles do not attempt to address all data and Big Data-related questions but are focused on the use of Big Data analytics for NSLE purposes. 

Big Data refers to large, diverse and evolving datasets that may be accessed, collected, stored, linked or shared (see “information lifecycle” below). 
[Admittedly the term ‘big data’ has marketing rather than academic or technical origins, and most of the literature is highly vague;  but does this definition reflect the literature? 
For example, ‘datasets’ may be too precise, and a vague term such as ‘data collections’ seems more suitable;  and surely ‘merged’ and ‘scrubbed/cleaned/cleansed’ need to be included;  and ‘or’ is more appropriate than ‘and’ (i.e. each of ‘big’ alone, ‘multiple diverse’ alone, and even ‘evolving’ alone, may be sufficient to bring data collections within scope.  See http://www.rogerclarke.com/EC/BDSA.html#Tab1]
Big Data analytics which includes many existing tools, many tools being developed by other parties, and tools being developed by the D2DCRC, concerns the ways in which such data is accessed, analysed and stored. In particular, this paper focuses on principles relevant to the regulation of access to large volumes of data to enable (i) data aggregation or linking, (ii) data discovery or search, and (iii) data analysis. 
[This appears to confuse the concepts of merger and aggregation, and it overlooks scrubbing.  I suggest instead:  (i) data merger or linking, (ii) data scrubbing, (iii) data aggregation, (iv) data discovery or search, and (v) data analysis]
While we acknowledge the importance of questions relating to the sharing of specific information about an individual or a small number of individuals between agencies in response to a specific request and we are mindful that complex data analysis can also be carried out with smaller data sets, this paper focuses on larger or “bulk” data sets. 
Regulatory framework, for the purposes of this paper, includes any measure deliberately taken [[[to influence an outcome]]] and includes laws, formal regulations, policies, procedures and elements of technological design. 
[Is an industry subsidy or grant a regulatory measure?  I’ve never heard of stimulatory measures of such kinds being encompassed by the term ‘regulation’.  
(A subsidy or grant is itself of course subject to a regulatory framework;  but that’s not a form of regulation of the activity that’s being funded).
Rather than the open-ended “influence an outcome”, an appropriate formulation, consistent with conventional usage, is “exercise control over an activity”, perhaps clarified with something like “in order to provide protection against negative outcomes”.

As it stands, the interpretation of ‘regulatory framework’ appears to be intended to pre-destine the outcome of the work to be facilitative, to the detriment of being protective.  That would be a travesty, and indicative of a project in which academic researchers should decline to be involved.] 
The information lifecycle, for purposes of this paper, includes:

(a) Collection of data for NSLE purposes,

(b) Access to data by NSLE agencies (including government data, privately held data (held in Australia or overseas), data held by foreign governments, and publicly available data), including appropriate decryption of encrypted data where appropriate,

[It’s vital to distinguish access to data collected for NSLE purposes from other data.  Data protection laws worldwide make that distinction, and apply differential provisions to the two categories.  The approach adopted here is once again facilitative, and ignores norms within the regulatory frameworks that the previous, currently suppressed, work is supposed to have studied.]
(c) Data aggregation, matching or linking,

[Again, ‘aggregation’ appears to be being confused with ‘merger’.  (In the context of information systems generally, and in data analytics, to ‘aggregate’ is to ‘add up’). .Particularly in an extensive list like this, it is vital to be inclusive.  In addition, the frequently-employed technique of data scrubbing has been overlooked.  So I suggest instead:

(c)  Data merger, matching or linking,

(ca)  Data aggregration,

(cb)  Data scrubbing,
(d) Facilitation of data discovery (for example, by allowing NSLE agencies to search over data held centrally or in another agency), 

(e) Disclosure or “sharing” of data (within government, within Australia and with foreign governments/agencies), 

[This overlooks the open access / open data movement, which is subject to a range of government policy commitments.  Although many data collections may be exempt from open access, that may not apply to all relevant data collections.  So I suggest that ‘or open publication’ be appended, or be an additional para.
(f) Data analysis,

(g) Data retention and storage (within government or mandated by government), and

(h) Data deletion.

[In light of the difficulty of achieving de-identification, the inadequate quality of existing de-identification criteria and processes, and the public and political nervousness about re-identification – as evidenced by the current Bill – there’s a need to expressly preclude it, e.g.by stating that ‘Re-identification of de-identified data is not a permitted element’.]
Appropriate in this document means reasonable and justifiable in an open and democratic society. [[[Where relevant]]], it reflects proportionality principles, including the balancing of anticipated benefits with costs and risks for affected parties.
[Under what circumstances can the Meta-Principle of Proportionality be not relevant?
This smacks once again of facilitation of privacy-invasive processes, not regulation.
Unless some clear justification can be presented, that qualification needs to be deleted.]
2. High level principles [[[informing policy]]] on the use of Big Data analytics by national security and law enforcement agencies 

[This repeats the weak form of ‘informing’, and omits the vital, strong form of ‘developing policy’.  The document almost invites user organisation to ignore it.
Big Data analytics offers new opportunities. It [[[can improve]]] the efficiency of national security and law enforcement analysis, [[[leading to]]] faster and better insights, ...

[This requires much more careful qualification.  The big data and big data analytics fields are awash with exaggerations and marketing hype.  Gentler wording is available that acknowledges the possibility but avoids buying into the hype, e.g. “Those opportunities may include ways to improve”, “which may lead to”.

... [[[including exclusion]]]. 
[I’m unable to place a construction on the words “including exclusion”.]
It also creates risks, particularly for data subjects, for example relating to over-collection of data and biased and inaccurate analysis.
 
[This throwaway comment, and the document as a whole (see D. below), overlook the highly significant problem-areas of:

-   data and information quality.  See http://www.rogerclarke.com/EC/BDBR.html#BDQ
-   data meaning

-   the compatibility of data acquired from different sources

-   the appropriateness of the analytical technique to the data, and to the purpose

-   unjustified inferences

-   the need for testing of inferences against the real world

-   controls over decisions made and actions taken on the basis of the inferences drawn

If this is meant to be guidance, then the document needs to be comprehensive. And it needs to be standalone, and not require the reader to find and absorb additional Reports.
As is stands, this document is worse than unhelpful, because it assists user organisations to overlook important sources of threat to the individuals whose data is being expropriated and exploited.]
Current rules are not necessarily designed to maximise these opportunities and [[[mitigate the risks]]] effectively. 
[This is a serious shortfall in the drafter’s thinking.  There are multiple ways of addressing risks, and mitigation is only one of them.  Others include avoidance, prevention and detection strategies, and investigation safeguards.  If the necessary risk assessment from the perspective of individuals had been performed, this would have been apparent.  
This sounds more like than a wish-list expressed by proponents of big data analytics than a product of analysis by a Law & Policy Program.  It’s essential that biassed positions like this be rooted out, and the analysis at least balanced, if not adapted to where it should be – oriented to the needs of people affected by big data initiatives.]
A regulatory framework that reflects these high level principles collectively and comprehensively will [[[enable the use of appropriate technologies while providing protections and oversight]]] ...

[The phrasing abuses the concept of ‘regulatory’.  The primary objective of regulation is protection of affected parties, subject to the constraint of enabling reasonable uses to take place.  The present text adopts the opposite stance, and hence the document as it stands is facilitative, not regulatory, in nature.]
... [[[to support public confidence and trust]]].
[This is particularly objectionable.  As phrased, the ultimate aim appears to be declared as achieving public confidence and trust.  That is not appropriate, because the objective of regulation is not enablement but protection.]
A.  Reasonable necessity

Big Data analytics involving personal information [[[should only be employed when reasonably necessary]]] to achieve defined NSLE objectives. 
[This is far too weakly formulated.  Statutory law, in particular APP6, applies to some uses and disclosures by some of the organisations concerned.  In respect of those uses and disclosures that are not formally subject to the Privacy Act (e.g. because the organisation enjoys an exemption).  There may be provisions in enabling legislation or other laws.  And, at the very least, there is a strong public policy expectation that use and/or disclosure be subjected to evaluation, and only performed where sufficiently strong evidence exists to support the claim that it is justified – and even then subject to all of the other Meta-Principles.]
Big Data analytics involving personal information [[[should only be employed when justified and then only in as far as reasonably necessary. ]]]
[It is unclear why the section contains two statements that are similar (but a long way from identical).]

B. Proportionality

Proportionality [[[must inform and guide]]] the design, operation and management of all elements of the information lifecycle.

These controls [[[must balance]]] law enforcement and national security objectives as well as civil liberties, in particular privacy, and other individual and collective rights and interests. 
In the context of NSLE agencies, the test of proportionality [[[requires]]] an assessment as to whether the proposed action or measure fits within the statutory purpose, and as to whether the action is proportionate to what is sought to be achieved. This may entail balancing actual benefits, necessity or opportunity on the one hand, and costs and risks on the other, including risks projected onto others. This balancing process should be qualitative and quantitative (as relevant). 
[These are the only two instances of “must” in the document, and one of only two instances of “requires”.  These are beneficial as far as they go;  but they relate merely to the process undertaken, and not to the product.  Far more positive statements need to be made, e.g.

‘All features that give rise to costs or risks for individuals must be evaluated, must be demonstrated to justified and not capable of being replaced by less invasive measures, must be demonstrated to be proportionate, and must be subject to mitigation measures and controls’.]

C. Clarity

Legal rules and policies should be clear and consistent

[[[Legal rules and policies]]] should be easy to understand and, where possible, consistent. Rules should be broad enough to operate in a dynamic environment while being specific enough to avoid ambiguity, and so maintain auditability. 
[I initally read the adjective ‘legal’ as applying to both ‘rules’ and ‘policies’.  If ‘policies’ is intended to be interpreted as ‘organisational policies’, then I question to what extent these qualify as regulation at all, or at least as effective regulation.  
The document as a whole appears to be based on the presumptions that (1) NSLEAs are just like other agencies, and (2) all agencies are subject to governance mechanisms whose effect is to make their written policies an effective form of regulation.
There’s considerable doubt about (2), but (1) is clearly unjustified.  The public is to a great extent precluded from access to information about processes within NSLEAs, and an individual’s capacity to pursue any kind of grievance process based on ‘agency policy’ is so constrained as to be meaningless.
Further, this appears to be a statement that applies to all forms of regulation, e.g. it corresponds to 2.4 Educative Value, of the evaluation framework published at http://www.rogerclarke.com/SOS/Drones-PS.html#T2.  That set contains 13 general criteria.  It’s unclear why this one is singled out for attention whereas others are largely omitted.]
D.  Integrity

Integrity of data and analysis [[[should be supported]]]
[In this case, the weakness of ‘should’ is compounded by a further weakness – it doesn’t have to be ‘done’, or ‘achieved’, but merely ‘supported’!  The appropriate words here are ‘must be assured’.]
The regulatory framework and design specifications [[[should]]] support the integrity of:

· Data [[[collected, retained and accessed]]] by government [[[for NSLE purposes]]], and 

· [[[Analytical and decision-making uses]]] of such data and systems. 

[This is a far too limited treatment of an area that is largely ignored by big data practitioners and even by the big data literature.  For example, when lists of actions are specified, as is the case with both bullet-points, it is essential that the lists be comprehensive.

[The first bullet uses a trick beloved of the AGD and drafters, whereby a qualifying phrase at the end reduces what appeared to be a strong statement to a weak one:  The statement says nothing about the integrity of data that is collected, retained and accessed other than for NSLE purposes. 

Where integrity is assessed as low, [[[the use of the data should reflect that fact]]]. 
[As it stands, the document is approving of the use of low-integrity data and of low-integrity analytical procedures!  At the very least, that is a serious error in the drafting.  At worst, it is indicative of a strong desire to facilitate, not protect.]
E. Security

Data and systems [[[should]]] be protected

The security of relevant data and systems, both within and outside NSLE agencies, [[[should]]] be protected. 
[That statement is so extraordinarily weak that it alone brings the document into disrepute.  
Any activity subject to the Privacy Act is subject to legal obligations under APP11.  If the document is adopting the approach that the broad exemptions of NSLEAs from the provisions of the Privacy Act entirely absolve those agencies from taking any notice of the APPs, then that should be openly declared, so that the public can plainly see the absence of controls, the arrogance of the agencies’ behaviours, and the complicity of the Law and Policy Program members in assisting NSLEAs to waltz around public expectations.
Whether or not the APPs represent moral suasion, each agency is generally subject to security obligations under its own legislation.  Moreover, all agencies are generally subject to multiple requirements under government policies such as those relating to cybersecurity.  What possible justification can be advanced for the use of “should”??] 
The expression also fails to reflect the standard and quite vital requirement that protections need to be commensurate with sensitivity.]
Technical, management and governance measures [[[should]]] include procedures empowering individuals to report concerns or breaches internally and require appropriate reporting to oversight agencies and regulators, and, where reasonably and necessary alerting individuals and organisations affected by an adverse event. 
[It would be remarkable, and highly regrettable, if such procedures were not already obligatory, at the very least as a matter of government policy and basic management practice.  So this also needs considerable strengthening.]
F. Accountability

Data use at all stages of the information lifecycle [[[should be accountable]]]
[This is a meaningless statement.
Firstly, the ‘accountability’ meme as a whole is widely regarded by advocates as yet another wriggle by US corporations to avoid their responsibilities.  If the word is going to be extracted from its US context and injected into the very different context of Australian government agencies, it has to be defined to mean something.  
Secondly, it isn’t the abstract notion of ‘data use’ that has to be ‘accountable’, but some entity that can be made subject to legal obligations, sanctions and enforcement.  If accountability isn’t sheeted home to specific, identifiable organisations and to individuals within them, then any such provision is nugatory,
e.g. ‘In respect of every action taken in respect of every specific use of Big Data for an NSLE purpose, at least one specific organisation and at least one specific individual within that organisation must be subject to a comprehensive set of legal obligations, and non-performance and malperformance of those obligations must be subject to sanctions and enforcement’.

Thirdly, the excuse provided that “The word ‘must’, in our view, would be inappropriate unless linked to a constitutional obligation of the government” is completely inappropriate in a document concerned with ‘Law and Policy’.  These are supposed to be ‘principles’, and there’s a strong public policy requirement that agencies be accountable. especially when the activities they’re engaged in breach public trust by expropriating and exploiting personal data, much of it sensitive.
The fact that the team has failed to articulate a meaningful principle in this area speaks volumes for the focus on facilitation to the point of abandoning protection.]
Access to data and analysis of data [[[should]]] be tracked and audited for justification, security and intrusiveness. Decisions made on the basis of inferences drawn from data [[[should]]] be subject to appropriate internal governance as well as effective, independent oversight and accountability. 
[Once again, the use of the vague and ambiguous ‘should’ is facilitative, enabling organisations to pick and choose what protections they implement.]
[For reasons mentioned above, the following para. (italicised in the original) is utterly inadequate as it stands.  I’ve edited it in place:

Decision-makers must be held accountable for their decisions. Accountability requires that the person have a sufficient understanding of the provenance of the data, the meaning of the data, the quality of the data, any sources of incompatibility among the meanings and qualities of the different sources of data, the applicability of the analytical procedures to the relevant kinds of  data, and an awareness of any biases or other weaknesses in the analytic process. Accountability is essential to protect the individuals affected by data-handling.  It is also necessary to promote trustworthiness and, hence, public confidence in the Government and its agencies.

G. Regular review

Principles, rules, processes and systems [[[should]]] be regularly reviewed

Principles, rules, processes and systems [[[should]]] be subject to regular, transparent review [[[by independent external bodies]]]. 
[The “should” is completely unjustified.  As a general statement, reviews are essential.
The ‘regularly’ is fine, but insufficient.  The APF Meta-Principles use the expression ‘and when warranted’.  Something of that nature is needed here. 
There’s also an obligation for organisations themselves to conduct reviews of their business processes.  That’s completely omitted, and the omission needs to be fixed.]
The reviews need to consider the impact of new developments in technology and to provide evidence as to whether the system delivers intended results efficiently, reliably and is proportionate to impacts on civil liberties, legal rights, and other individual and collective interests. 
[That’s not bad, but it doesn’t go nearly far enough.  The full set of Meta-Principles needs to be re-applied.  See http://www.privacy.org.au/Papers/PS-MetaP.html.

For example, many schemes that were once justified may no longer be justified, and should be closed down.  If recommendation of closure isn’t within-scope of the review, then the principles fail to meet the requirement.]
H.  Transparency

The regulatory framework [[should]] [[support]] openness and transparency [[while safeguarding operational secrecy]], [[where necessary]]
[[The rules regarding the use of Big Data analytics]] should be clear (a) to those with an interest in policy- and rule-making (including the public and stakeholder groups) to facilitate public debate and democratic accountability, and (b) to those potentially adversely affected by decisions.
[Transparency is an essential principle throughout the process.

[Firstly, this statement appears so late in the document that the reader gets the impression that it’s an afterthought;  and instead of the principle being embedded within each step, it sits separately.
[Secondly, the statement is qualified almost out of existence by the highlighted words.
[Thirdly, the ‘operational secrecy’ let-out is too broad.  It has to be accompanied by a requirement that the secrecy be justified, and that non-disclosure be minimised.  That’s conveyed to agency clients even by consultants, and it’s highly inappropriate for academic researchers to overlook the requirement.

For example, it’s standard practice in a PIA Report to include operationally sensitive data in a separate Appendix that can be easily omitted from the published version, and the Report framed so that the omission does not undermine the reading of the published version.]
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	Ȁ Opportunities and risks are outlined in our earlier Comparative Project (in the Methodology and Comparative Reports).
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